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1. Introduction

Liquid water interfaces are ubiquitous and important in
chemistry and the environment. Thus, with the advent of
interface specific nonlinear optical spectroscopies, such
interfaces have been intensely studtidath theoretically *°
and experimentally¢43 Sum frequency generation (SFG)
spectroscopy is a powerful experimental method for probing
the structure and dynamics of interfaces. SFG is a second-
order polarization experiment, and the more common elec-
tronically nonresonant experiment is the main focus of this
review (although the theory of other second-order processes
is discussed). SFG spectroscopy is dipole forbidden in
centrosymmetric mediasuch as liquids. Interfaces serve to
break the isotropic symmetry and produce a dipolar second-
order signal that is sensitive only to the interface in most
cases. Contributions from the bulk allowed quadrupolar
effects have been demonstrated to be negligible in some
case$-*5but can be included if necessdfand in that case,
contributions from the bulk and interface are obtained in the
sum frequency signal. The SFG experiment typically employs
both a visible and an infrared (IR) laser field overlapping in
time and space at the interface and can be performed in the
time or frequency domaitf:?>4653 In the absence of any
vibrational resonance at the instantaneous IR laser frequency,
a structureless signal due to the static hyperpolarizability of
the interface is obtainet!®?*When the IR laser frequency
is in tune with a vibration at the interface, a resonant line
shape is obtained with a characteristic shape that reflects both
the structural and the dynamical environment at the inter-
face?1454

Recent years have seen a great increase in the number of
experimental groups performing SFG investigations. In
contrast, molecularly detailed theoretical simulations of SFG
spectra are comparatively few and have only recently begun
making a significant impact. Like all vibrational spec-
troscopies, the goal of SFG spectroscopy is to infer structural
and dynamical properties from the observed spectroscopic
signatures. In contrast to more traditional vibrational spec-
troscopies, SFG line shapes tend to be more complex
(reflecting the unique environment that is present at an
interfacial boundary) and are not nearly as well understood.

* To whom correspondence should be addressed. Tel: 813-765-4846. Fax:Thus, the advent of effective theoretical simulation tech-
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nigues promises to help realize the potential of SFG
spectroscopy to permit detailed characterization of interfaces
on par with that done in the bulk. Furthermore, in analogy
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with condensed phase experiments, SFG experiments havéterfaces.

recently begun being performed using a variety of time and ) i
frequency domain techniques taking advantage of the flex- €ssence of the experiment. Therefore, the purpose of this
ibility inherent in measuring a second-order polarization review is to give a unified description of the experimental
signal24:5556 and th_eoretlcal con3|derat|(_)ns tha_lt are necessary to describe
An impediment to progress in interpreting SFG Spectra SFG line Shapes th.eore“(.:a”y in the context of extant
has been the difficulty that the theoretical community can Measurements and simulations.
experience in understanding crucial experimental issues Section 2 presents a general theory of nonlinear polariza-
inherent in these measurements. Conversely, the theoretication starting with theN-th-order formulas and specializing
machinery needed to describe a SFG measurement is itselto second-order processes. This formalism is needed to
complex and sometimes seemingly far removed from the theoretically describe certain SFG experiments (especially
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time domain measurements) that do not utilize effectively with a medium. While the formalism presented here is more
monochromatic fields. Appendix A (section 11) details all general, we will focus on SFG experiments in our presenta-
of the possible second-order signals that result from a three-tion and will explicitly state when another second-order
wave mixing experiment. Section 3 describes how the generalprocess is being discussed. Such measurements are interface
formulas simplify in idealized limits-in which most extant ~ specific because even order polarization generating terms are
experiments have been performed or interpreted. The result-forbidden in centrosymmetric media. This can be understood
ing expressions derived are those frequently presented in theoy considering reversing the direction of all of the fields in
SFG literature. an experiment for an isotropic system. Doing so must change
Next, we present relevant considerations concerning opticalthe sign of the polarization because all directions are
experiments at interfaces including the origin and importance equivalent on averagé.However, even numbers of fields
of Fresnel factors and the phenomenological expression forwill make the polarization equal to its negativa condition
the measured second-order (SFG) intensity in terms of thethat insists that the polarization is zero, ile= —P = 05
signal field (section 4). The relationship between the common At an interface, or in certain noncentrosymmetric sofitls,
experimental polarization conditions of the experimental the isotropy of the system is broken. This leads to a second-
fields (SSP, SPS, PPP, and PSS) and microscopic Cartesiaorder signal within the dipole approximation, and in this case,
susceptibility tensor elements is also presented. The wavethe signal is proportional to the product of the susceptibility
vector and phase matching conditions that need to be satisfiecand the applied fields as described below.

for coherent nonlinear optical experiments are discussed in |t should also be noted, even in centrosymmetric media,
section 5. Experimental designs, including those other thanhat pulk quadrupolar contributions to SFG signals are
the common monochromatic frequency domain SFG experi- possible but have been shown to be negligible in most cases
ment, are discussed in section 6. Section 6.1 details thejnyolving liquid interfaces in the common SFG reflected
innovative method of polarization mapping and how this geometryt445.5359(\When light impinges on an interface, a
method helps to resolve spectral features. For experimentsseG signal is generated. This signal is both reflected from
performed outside of the monochromatic limit, the formulas e boundary and transmitted through the interf&&@hey
presented in section 2 are needed to formally theoretically can  however, be important for experiments performed in
describe the SFG response for time domain techniques thatne transmission geometf§In the case of bulk quadrupoles,
use spectrally broad femtosecond laser excitation pulses. Atheir contribution to the second-order signal is proportional
brief discussion of the experimental results from such SFG g gerivatives of the field, which invalidates the above
measurements is presented in section 6.2. _ symmetry argument. Molecular dynamics (MD) simulations
Next, section 7 presents formal expressions for dipolar of the SFG signal, including both bulk and surface terms,
(section 7.1), quadrupolar (section 7.2), and static field- represent an excellent mechanism to test the importance of

induced third-order contributions (section 7.3) to the sum g,ch contribution$44 but have not been conducted as of
frequency signal. The microscopic formulas for the dipolar get'

and quadrupolarSFG susceptibility tensors are also presente Like all nonlinear optical experiments, both time and
along with a discussion of the rotating wave approximation frequency domain anproaches to SEG ar’e 0s&5RETO
(RWA) in this context. These expressions provide the tie q y PP P

between the earlier phenomenological expression and thedate’ most SFG experiments have been performed in the

formulas needed to relate a systems dynamics to an SFGcduency domain and, effectively, in the limit of mono-
signal chromatic fieldsé:22: However, there is growing interest

Section 8 discusses theoretical simulations and theirresultsIn using both time domain, mixed time, and frequency

; —49 -
with a focus on aqueous interfaces; comparison with experi- d?gg:'sns engﬁcgféai f# e&rl: ngflflr eai e?]t(?er :rfggt]i((j)r?r(dDe;G)
ment is stressed. Section 8.1 presents a frequency domai d y 9

. ' ; ectroscop$t % The theoretical methods, which will be
approach to calculating SFG signals that represented the firs P o
attempt to directly model an SFG signal from a liquid discussed below, are capable of describing any of these

; : L . second-order processes. Thus, before specializing the theo-
mterfa_ce. It also dlscusse_s other appllcatlons pf this freqyencyretical expressri)ons to the typical monocr?romatic f?equency
d?(gilr?egpt)grg;gmaﬁﬁmggg 52 gclzstrcg?r?glié:?eadowcﬂgoigdomain experiment, it is helpful to examine the formal
{)o the water/vapor ang saltwat% FVapnor interfgcegp Results theoretical structure of second-order nonlinear processes. The
including the idpentification of novel p:species at thé water/ resulting expressions will be required in calculating signals
vapor interface, are presented. Section 9 presents conclusionf om experiments outside of the frequency monochromatic

X ; , Y . r time impulsive limit, e.g., typical time domain experi-
and a brief discussion of future directions for theoretical L ' Lo :
studies of SFG spectroscopy. ments. Such experiments are becoming increasingly more

common because they can provide, in principle, information

. L distinct from ideal frequency domain experimetfts-ur-

2. Theory of the Nonlinear Polarization thermore, in the final analysis, it is often possible to model
SFG experiments are also referred to by terms such asSFG experiments without reference to the detailed nature of

sum frequency vibrational spectroscépd? to distinguish ~ the experimental measurement. However, there is often
interfacial electronically nonresonant IR-visible experiments confusion in the theoretical community as to what experi-
from other SFG experimenté5’ For example, recent experi- mental_ considerations are relevant, and conversely, the
ments that are doubly, both electronically and vibrationally, theoretical methods may seem opaque and out of context to
resonant have been perform8@GFG experiments measure  the experimental community. Thus, we seek to present the
a second-order polarization generated coherently in a direc-methods in a context that adds clarity for both communities.
tion given by the experimental wave vector and phase First, considering aiN-th-order process (aN + 1 wave
matching conditions*5557It is one of several second-order mixing experiment), a field is applied at tini&t positionr
processes that are possible when two applied fields interactand can be written as:
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N . .
Er,y =Y [E,me +E,@e™ (1)
n

In eq 1,kn is the wave vector specifying the field propagation
direction. Equation 1 is partitioned into components that are
slowly varying in space and those that are spatially highly
oscillatory?+5565 The slowly varying spacial component,
En(t), can generally be further decomposed into temporally
(en(t)) and spatially E,) dependent parf®.This subsequent
separation allows the field to be rewritten in the form:

N
EC. )= [Enea® " +E (e ™l (2)

In egs 1 and 2, the sum amis included because, in the
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imaginary parts can be measured separately, e.g., in a
heterodyne detected experiméht.

In principle, the sum of all (R)N terms must be evaluated
to calculate the totaN-th-order polarization. Considering
second-order experiments, this leads to 16 distinct contribu-
tions that are described in Appendix A (section 11). In
practice, the polarization generated for a given experiment
is associated with a particular wave vector and phase
matching condition. This implies that when the two incident
wave vectors add, a second harmonic generation (SHG)/SFG
signal is generated and when the two incident wave vectors
interact such that the resulting wave vector is equal to their
difference, a DFG signal is generated. For surface probing
spectroscopies, the direction that the signal (DFG, SFG, and/
or SHG) propagates in will be guided by Snell’s (linear and
nonlinear) refraction and reflection laws in conjunction with

most general case, exact time ordering of the applied fields the original propagation directions of incident wave vectors,

cannot be assumeéé.In practice, experiments in the time

k1 andk,. Thus, with the proper experimental setup in which

domain typically use relatively short pulses that are separateddetectors are placed at the appropriate phase matched angle,
and ordered in time while the frequency domain techniques it is typical to only detect one of the possible second-order
employ nearly monochromatic laser fields that overlap in nonlinear processes, e.g., SFG or DFG. Phase matching
time and spacesuch considerations simplify the required criteria for surface probing spectroscopies will be discussed

analysis considerably.

Given the field, the observable nonlinear polarizatiefy)
(within the dipole approximation where the response function
and susceptibility tensors are independent ahdk), takes
the form of a multiple time integration over the material
response functionR™, which contains all of the system
variables and information to be probed. (The description of
the material system in the time domain is described by the

response function and is typically referred to as the suscep-

tibility in the frequency domain.):

PV )= [ dry - -+
Sy deg RN (2 o m) [E(r t— 7)) - - - E(r, t — 7))
3

In eq 3, the vertical line represemstensor contractions. In
an N-th-order experiment, there ar® relevant times,
corresponding to the number &r, t)’s in the expression
for PN(r, t) that are each represented by the sum in eqs 1
or 2. Consequently, when exact time ordering of the applied
fields cannot be assumed and eq 2 is used to describe th
applied fields, a sum of (@N terms determines thi-th-
order polarization. The polarization can then be written as:

2N NN 2N NN

P(N) (r,t)= Z p(N) (ks, t) = z P(N) ®) eiks., )

S S

In eq 4,ks is the sum of the wave vectors associated with
the applied fields and represents the direction that the
generated signal will propagate. As is shown in Figure 1,

considering a second-order experiment probing an interface,

after the nonlinear signal is generated, it will interact with
the interface producing a reflected and transmitted signal with
modified wave vectors (this issue will be discussed in section
5). Note thatPM(ks, t) is a complex quantity, and it isne

of the (2N)N processes that determines the tdtath-order
polarizationP™(r, t). FurthermoreP™(r, t) is a real quantity
and is the sum of all of theM™(ks, t) terms (eq 4). However,
once a particulaks is chosen (e.g., by the experimental

more throughly in section 5.

Note that as shown in Appendix A (section 11), there are
two P@(ks, t) in which the incident wave vectors add; that
is, ks = ki1 + ko. (The additional two terms that are classified
under SFG in Appendix A (section 11) are complex
conjugates of the experimental wave vectors and contribute

to P2.r, t).) Depending on the choice of excitation fields,

it may be possible to explicitly detect the two individual
P@(ks, t) contributions; in time domain experiments, given
well-separated time-ordered pulses, it is possible to detect
only one of the twoks SFG contributions. Conversely, in
frequency domain experiments, time ordering of the applied
fields is not possible; therefore, the individuB®(ks, t)
contributions will always be simultaneously detected.

In a similar manner, in formulating theoretical descriptions
of the response functio®R®, a given experiment may only
be sensitive to a part of the response, and it is convenient to
discard portions that do not contribute significarffiyl his
is accomplished by identifying terms in the response function
that oscillate in time so as to phase cancel with those from
the applied fields and by subsequently discarding the

‘?emaining terms. This is called the RWA. Computationally,

this approximation allows for inclusion of only fully resonant
Louiville space pathways and depends implicitly on the
reference or model system being considépPéd®>The RWA

is a computational convenience; it is possible to include the
entire response function and perform the integration in eq 3
(or presented specifically for second-order processes such
as SFG in eq 5 below) explicit/.

Note that a particular experiment measures either the
modulus of the compleRPM(ks, t) (homodyne detection) or
its’ real or imaginary parts (heterodyne detectiiff
Methods using interference effects (via homodyne detection)
between bulk and interfacial contributions to an SFG signal
have also been used to separately measure the real and
imaginary contributions at aqueous quartz interfd€€¥The
real and imaginary parts of the response contain information
that is not obtainable via measuring the modulus of the
signal®*® This will be discussed further in section 8. We
proceed by demonstrating how the limits of ideal frequency

geometry), the signal is a complex quantity, and the real andand impulsive fields simplify calculation of the polarization.
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DFG

reflection of
the visible
beam

visible
beam

SFG

infrared
beam

Figure 1. Coplanar geometry of the incident, reflected, and transmitted be&anig;) is the angle of incidence with respect to thaxis
of the visible (IR) field.Osrs (Oprg) is the angle at which the generated SFG (DFG) signal is radikiegk,) is the wave vector of the
visible (IR) field. k4 (k<) is the wave vector of the reflected (transmitted) field, &ad= k; + k». All incident fields are assumed to lie
in the samexz plane, which is normal to the surface.

3. Calculating the Polarization in Limiting the time-dependent polarization in terms of the back Fourier

Cases—Monochromatic and Impulsive Light transform of the product of the frequency domain fields and
susceptibility:

The second-order time-dependent polarization is defined P y
by:24,55,57,70,71

iker
POk, t) = £ f_oo dw, f_m dwzx(z) (w,05) :
PO (k_ 1) = T (2
. o . —it(witwy)
& [ dry [ dr, R® (ry,1,) 1By (t— 1) E, (t— 7)) Ey (@) B; (wp) € 7 (8)
®) Fourier transforming the polarization with respect to time

In eq 5,R@(r,,75) is the system’s second-order response gives the frequency-dependent polarization where the signal

function (a real quantity)r; and r, represent time delays Zeqzui?ci’%’ I(Sn :)rt]g :;Zﬁfoiwevgrlgg:iig%njliJSgg?SGI?I"]a(l:T?n
between the first and the second fields and the second ﬁeldoar no%ationzfrom ,[Sﬁe argcular cése of a sum
and the time of signal detection, respectively. Note that the ¢ ianal): WsFG P

symbol “:” denotes contraction of the two-dimensional tensor requency signal):

(response or susceptibility) with the fields. A direct relation-

ship between this quantity and the second-order frequency-p(2) K Q) =
dependent susceptibility can be established by representing s

the time-dependent components of the applied fields as their

eiks-r
(2n)?

fio dw, fj; dw, X(z) (wy,0,) :

Fourier transform: E, () E, (w,) fj’m dt e @529 (g)
PP (ke ) = PO (k,Q) =
iker iksr
e S 00 00 00 00 e o0 o0 o .
= S5 dwy [ dw, [ dry [ dr,R® (1,,7,) : o Jow oy [ doy (0 — Q9 1 (w0)
E, (0) E, (w,) e 7107 () E; (1) E; (@,) (10)

The double FourierLaplace transform of the system’s Unlike eq 7, causality does not require a FQUHEapIace
response function is now identified as the second-order ransform because no system function is directly involved
susceptibility,y:55.70 in the t_ransforr_n. Integration of the complex equner_ltlal over
t, the time of signal detection, results in théunction in eq
) o - @ 0171 it 10. In the limit that the applied fields are monochromatic
X (wy,0;) = ﬁ) dry f; dr, R (7,,7,) €7'e (1) (the limit in which most frequency domain SFG experiments
are performed), they may be represented as complex expo-
Because the susceptibility results from a Fourieaplace nentials in the time domain and will k& functions in the
transform of the (real) response function, it is a complex frequency domainE(w;) = 2 E; 6(w; — ). Thus, an ideal
quantity (the Fourier transform of the response function is, frequency domain experiment directly probes the susceptibil-
however, a real function). Substitution of eq 7 into eq 6 gives ity:
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p® K Q) = 27 gk X(Z) (Q,9Q,) : E;E, 0w, — Q) gomo%ynethdetelcttipn E)_(pke;rit\m,vents)t.h E?éatior?“’iﬂmd?r']m
(11) escribes the relationship between the fiéff,«s), and the
measured intensityl,(ws), generated at the sum frequency
Note that as a result of the form gf Qs = Q; + Q,isthe  of the two input fields:
signal frequency and is at the sum of the input frequencies;
x is described in section 7. In an SFG experiment, both Cy/ e, (wg|E(r ,a)s)l2
frequencies would be positive, and a sum frequency would Hw) = o
be detected. In a DFG experiment, one of the input
frequencies would have a negative sign associated with it, E(r,w¢) is found through the use of (nonlinear) Maxwell’s
and a difference frequency would be generated. ) wave equatiorrknowing the nonlinear polarization one can
_ The limit of ideal frequency (monochromatic applied gove for the field?*7989The exact form of the relationship
fields) is just one common means of simplifying the integrals peqyeen the nonlinear polarization and the measured intensity
necessary to calculate the second-order polarization. Theyenerally depends on the boundary conditions of the medium,
opposite !Imlt, the |r_npuIS|ve limit, occurs when the fastest he direction thatE(r,ws) propagates in, how well phase
material time scale is much longer than the durations of the matching can be achieved, whether the slowly varying
applied fields. Th|§ I|rT_1|_t is often assumed in theorepcal envelope approximation is made, and the form of the applied
developments for simplification purposes but generally is not fie|qs, j.e, monochromatic, Gaussian, etc. In general, the local
truly justifiable—temporal pulse. durz.itlons.are not currgntly fields are approximated as monochromatic, and the slowly
faster than even the shortest vibrational time seale.this varying envelope approximation is assumed to be valid.
limit, the applied field's temporal envelopes behavedas  gypicit expressions using various approximations are avail-
functions, making the evaluation of eq 5 trivial. The resulting gpje in the literaturé4#560.74Generally, the intensity is found
expression for an impulsive field at some tifeés to be proportional to the square of the sum frequency
— i multiplied by the amplitude of the nonlinear polarization:
E (r) =E o — %) e (12) plec by P P

(14)

2 iker | 2
PP (k1) = " RO (t — 7, t — 7,) 1 E|E, & (102 10d 805 [ Flod €I 4o
S H .

(13) The proportionality coefficients include the Fresnel factors

Note that the applied fields in eq 12 can also have an that are typlcally calculated_ using an approprlate_model of
exponential phase factor associated with tHémhile eq the ex_perlmental setuﬁS._T 0 directly compare theoretical and
12 implies that the experiment probes the entire responseSXPerimental spectra, it is necessary to include the Fresnel
function, finite, yet short, pulses (that do not have the infinite factors—especially when comparing relative intensities from
frequency spectrum that@function pulse would contain) different polarization conditiond!* Note that experimental
are only resonant with certain parts of the response function. SPeCtra are sometimes presented as the second-order sus-
To correct for this deficiency, it is useful to write the response cezpt|b|llty itself—correcting for factors such as the leading
function in terms of Louiville space pathwa§sin this ~ @s dependenceor more often as simply the observed SFG
language, one should only include fully resonant Louiville ntensity.

space pathways of the susceptibility (response) tensor in the As demonstrated in section 3, in the limit of monochro-
polarization calculatiorrthis is equivalent to invoking the — matic fields, the polarization directly probes the susceptibility
RWA 556573|n practice, this limit is commonly assumed for (eq 11). Following from eq 15, in this limit, the measured
simplicity in calculating the polarization; it makes evaluation intensity will also directly probe the (the squared modulus

of the integrals in eq 5 trivial. In this case, itigcessaryo of the) susceptibility tensor of the system. In total, the surface
only include pathways that are expected to contribute for a susceptibility tensor contains 27 elements. Consideration of
given set of fields and a relevant model sysf&rf. symmetry conditions for a typical azimuthally isotropic
interface requires all but seven elements of the susceptibility
4. Measured Intensity Including Dielectric Effects tensor to vanish because the elements need to be invariant

; ; with respect to symmetry operations that preserve the
from the Interfacial Boundaries (azimuthal) symmetr§® Additionally, of the seven non-
Because interfaces necessarily include dielectric bound-vanishing components, only four are, in general, unigus: (
aries, the equations derived thus far need to be modified = yy.y, xxxz = Xyyz: Xzx = Xzyys Xzz9- Here, the subscripts on
accordingly-the measured signal will include factors due y are the Cartesian directions in the laboratory frafté.
to interactions with the boundariés.’® The fields in the By utilizing different polarization conditions, it is possible
above derivations are local to the medium, and SFG to directly probe three of the four nonvanishing susceptibility
excitation fields must travel through the vacuum before tensor components independerifly®518Note that for chiral
overlapping at the interface (for liquid/vapor or gas/solid surfaces different selection rules apply, and it is possible to
interfaces) or through some other medium when considering probe different susceptibility tensor componettt®.
a buried interface. When the fields combine at the interface, Each of the three light fields (with corresponding frequen-
a second-order nonlinear signal is produced that interactscies wsrg wvis, andwir) I SFG experiments can be either
with the dielectric boundaries. Hence, the observed fields S or P polarized. S polarized light has a polarization vector
must be related to the laboratory-generated fields through parallel to the interface, and the P polarization is at an angle
Fresnel coefficients+%%77In a boundless medium, the Fresnel tilted to the surface and lies in a plane that is perpendicular
coefficients reduce to unity, and the laboratory and local to the interface. If thexy plane is taken to be the interface,
fields are the sam#&. it is usually defined that S polarized light has a single
Experimentally, it is the intensity generated at the sum Cartesian polarization vector component alongytaisb §
frequency of the two input beams that is measured (in typical while P the vector lies in thgz plane with componentéx
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+ dz77.7883Different combinations of S and P polarized fields
allow for direct measurement of the following tensor

whenks = +(k; — k), a DFG signal is generated. Because
the incident field’s wave vectors are overlapped at the

elementg881.84
Xfezf?,sspz sin(Bir) Lyy (wsrd Ly (@4ig) Loz (@iR) Xy, (16)
X(ezhz,spsz sin(Byis) Lyy (wsed Lo(wyig) Ly (@iR) Xyzy (17)
ngz,Pssz SiNBsra) Lo (@srd) Lyy(wyis) Ly (@1R) X7y (18)

Xfezf?,PPPz — €0sBsed cOSBig) SIN(BIR) Ly (wsed
Lxx(wvis) Lzz(wlR) Xxxz ™ Cos@SFG) Sin(ﬁvis) COS@IR)
L (@srd) Lo(@yie) Lix(@1R) Xsax
siN(Bsea) COSPi) COSBR) Lo (wsrd L (i)

L (@1R) Xzxx T SINBsrd SiNBis) SINBiR) L, (wskd)
Lzz(a)vis) Lzz(wlR) Xzzz (19)

Here, L represents the Fresnel factors for the given fields
(linear Fresnel factors for the visible and IR fields and a

nonlinear factor for the sum frequency fiefdand(w) is

the angle that the field at frequeney makes with respect
to the surface normal. We ugé?) to denote the effective

susceptibility-unlike %7, & explicitly accounts for the
Fresnel factors. The S and P indices)#f,;, denote how

the fieldswsrs wvis, @and wir, respectively, are polarized,
i.e., S orP. In the above expressions, because of the chosen

medium’s interface, the field associated with will be
transmitted through the medium and also reflected from the
surface of the medium (except for the case of total internal
reflection). In the electric dipole approximation (in isotropic
media), both the reflected and the transmitted signals are
interface specific. If bulk quadrupolar contributions are
important, the transmitted signal may contain a significant
contribution from the bulk that is not always separable from
the interfacial signatur#:#>85Snell’'s laws, in conjunction
with medium specific properties and the incident field's wave
vectors, must be considered when determining the wave

vector of the reflecteck?, and transmitteck ", signals.

It should be noted that although the two incident field’s
wave vectors initially may combine to give + k, and/or
ks= +(k1 — kp), it is not guaranteed that a measurable signal
will be reflected. This is due to phase matching conditions,
a consequence of energy and momentum conservation, that
must be satisfied. This consideration leads to SFG and DFG
signals only being detectable at angles that satisfy the
following equations (in a typical SFG experimental geometry
detailed in Figure 1§?

w,Sin@,) + w,sin@,)
W, + w,

sinOpre) = (22)

w,Sin@,) — w, sin@,)

Sin(QSFc) = (23)

w1~ Wy

experimental geometry, three of the polarization conditions
(SSP, SPS, and PSS) directly probe single susceptibility .
tensor components while the PPP condition has componentdote that although eq 22 always has a solution, eq 23 does

of all uniqueallowed Cartesian tensor elements. not. Specifically, for the given conditions, this means that
SFG will alwaysemit a signal while DFG will only emit a

. signal when eq 24 is satisfied
5. Wave Vector and Phase Matching

Considerations

w,Sin@,) — w, sin(@,)]?
18iN(0y) — w, sin(@y) -1 (24)

In coherent nonlinear optical experiments, the signal is @17 @

generated at a well-defined angle in the laboratory frame . ) )

that is determined by the wave vector of the incident 6. SFG Detection Techniques Including Those

radiation. However, only certain experimental geometries will Beyond the Monochromatic Limit

generate a desirgd™(ks) signal. The required geometries

must satisfy phase matching conditions that are a conse-g 1. Alternative Polarization Conditions:

quence of the input wave vector choice. To understand the pg|grization Mapping

phase matching conditions that need to be met, consider a

monochromatic plane wave, exi(-r — iw;t), and its’
associate wave vectd;, Its’ frequencyw;, and wave vector
are related by the complex refractive indem(w;) =
Re[n(w))} + i Im{n(w))}:5"

_ N(w;) w; y;

== (20)

Here,c is the speed of light, and; is a unit vector, which

gives the direction of the wave vector. Each applied field

then has an angle of incidencé,, and a distinct time-
dependent phasey;, associated with it (see Figure 1):

¢ )= muj =t (22)

Experimentally obtained SFG spectra heavily rely upon
fitting techniques to deduce important spectral features even
for relatively simple interfacial systems (see, e.g., section
8.2.1); spectra generally have convoluted peaks, and spectral
fitting techniques serve to further separate and resolve these
peaks. Fitting of spectra is generally performed via a
mathematical/theoretical approach, but it was recently
showr¥28687 that polarization mapping experiments can
benefit the spectral fitting process. This method is highly
effective when there is a high density of vibrational modes
present at the interface in a particular spectral range, which
makes resolution and identification of individual vibrational
peaks difficult.

Polarization mappiné also used in SHG applicatiofis%°
is accomplished by measuring spectra using a wide continu-
ous range of different polarization conditions on the input

In the context of second-order experiments, when the two and/or output field(s). Intermediate polarization conditions
incident wave vectors of the applied fields at an interface refer to light with a polarization vector rotated somewhere
add,k; + k,, an SFG/SHG signal is generated. Alternatively, between the S and the P polarization. This method is effective
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because different polarization conditions probe different parts are not all long as compared to the laser pulse durations.
of the susceptibility tensor providing sensitivity to different This implies, theoretically, that it is necessary to evaluate
molecular orientations and vibrations in distinct chemical the time integration in eq 5 to calculate the nonlinear
environments. Therefore, measuring and comparing spectrgpolarization. While this approach has not been adopted to
under different polarization conditions (that can be thought date, using theoretical response functions calculated, e.g.,
of as linear combinations of the independent polarization via MD (see section 8), as inputs into eq 5 can aid in both
conditions) of the input/output field(s) can reveal individual design and interpretation of useful time domain experiments.
peaks that might otherwise appear convol¥ed. Typically, this integration is avoided by still assuming the
Chen et aPé recently performed both theoretical and impulsive limit but only including fully resonant pathways
experimental investigations using the polarization mapping of the response (susceptibility) tensor, i.e., making the
techniques on centrosymmetric bulk systems that were RWA.>® Alternatively, if a specific functional form can be
azimuthally isotropic at the interface. As mentioned above, associated with the response (susceptibility) tensor, then it
it is possible to perform polarization mapping by changing may be possible to simply analytically integrate eq 5.
several different experimental parameters. In this study, the However, in general, considering experiments outside of the
intermediate polarization conditions all had the visible beam monochromatic limit, it may be necessary to perform the
at 45 from the S polarization, and the IR field was P nhumerical integrations explicitly.
polarized. To map the polarization, the SFG signals were
detected at different polarizations, ranging from S to P, via 6.2.1. Comparison of Time Domain and Frequency
measuring the spectra at different polarization angles with a Domain Results
polarizer placed in front of the detector. Once the spectra
were collected, the SSP and PPP spectra were fitted usin . 0 = .
standard techniques. Using the fitting parameters from thingesu.lt.S' An SFG experiment, qndelr otherW|s§a identical
process allows the SFG spectra at other various polarizationconditions, can be performed in either the time or the
angles to be calculated. The calculated spectra for other'€duéncy domain from a theoretical standpoint, both mea-

various polarization angles should adequately reproduce theirsuregwn_ts r?aprelsen;[j %qu::vale_nt spectfrosc_oplchmethlod_s and
experimental spectra if the fitting parameters deduced from can be simply related by Fourier transforming tne polariza-
on. For example, the time evolution of the polarization can

the SSP and PPP polarization conditions are correct. As Cherﬂ b d directly b X v sh I
et al. note, this is generally not the case for the initial SSp P€ oPserved directly by using temporally short spectrally

hS?road pulses. This can also be indirectly measured in
requency domain using temporally broad spectrally narrow
pulses and Fourier transforming the resulting spectra to the
time domain. Both of these techniques should, in principle,
allow the vibrational dephasing time to be calculated.
Recently, it was showff;*8while theoretically equivalent,
that time and frequency domain measurements for a given
IR-visible SFG experiment can be sensitive to different
physical aspects of the system. This difference arises from
the convolution of the resonant and nonresonant components
of the system'’s susceptibility and how easily these experi-
mentally measured components can be separated. Because
the nonresonant susceptibility only contributes when the two

Comparison of Time Domain and Frequency Domain

and PPP parameters deduced. They proceed by adjusting t
fitting parameters and refitting the SSP and PPP spectra. Thi
process is repeated until the calculated spectra for the
intermediate polarization conditions closely match those
obtained experimentally thus validating the spectral fit.

Using this method, Chen et al. were able to clearly show
that different vibrational modes in the same spectral region
reached their maximum intensity at distinct polarization
angles and were, thus, able to perform improved spectral
deconvolutions. To further test the method, an experimental
model spectrum was constructed with overlapping vibrations.
It was found that peak separation was even possible for two
vibrational modes that had center frequencies only two fields overlap in time, as noted by Bonn et‘dlthe resonant
Wavenumbers apart (a, 0.07% d(lzf)fe[gnce) and had. little susceptibility, and hence the line shape, is more readily
difference between their,.xy, = x3,/xy,, values. (In this  separaple in time domain experiments, especially for time
cas€?® Tuuy, is the ratio between the PPP and the SSP gelays between the two incident fields, which arg0o fs.
susggptlbmty bepause th_e input and output fields were set|n g frequency domain experiment, time ordering of the
to critical angles in a total internal reflection geometry, which pulses cannot be accomplished. Therefore, the resonant and
effectively makes the Fresnel factors of the other possible onresonant parts of the susceptibility will always be
contributing tensor elements zef).The polarization map-  simultaneously present but can be separated by a variety of
ping method was also successfully applied by Chen et al. to ethods; note that the nonresonant contribution is typically
deuterated polystyrene/air and histidine-tagged ubiquitin -gnstant (independent of frequency). Peak fitting is usually
solution/deuterated polystyrene interfaces proving its value gffective in separating these two componéfimnd isotopic

for interpreting spectra at complex interfaces. dilution can also be performéd.
By performing both theoretical and experimental inves-
6.2. Beyond the Monochromatic Limit tigations?® Bonn et al. demonstrated that systems with

homogeneous distributions of adsorption sites showed nomi-

To date, most SFG experiments have been conducted anadhal difference between time and frequency determinations
interpreted in the limit of monochromatic laser sources, thus of line shape and vibrational dephasing times. Figure 2 details
directly probing the susceptibility via eq 11. However, taking the same vibration (EH stretch in acetonitrile) measured
advantage of the increasing availability of femtosecond in both the frequency (top) and the time (bottom) regimes.
pulsed lasers, it is possible to perform time domain (often The vibrational dephasing times were calculated from the
referred to as FID, free induction decay) SFG experinténts. time and frequency domain measurements and were 0.61 and
In contrast to the frequency domain, using short laser pulses0.66 ps, respectively. Figure 3 shows the frequency (top)
does not imply the impulsive limit that would directly probe and time (bottom) domain measurements of theNCstretch
the response function in time because material response timegn acetonitrile. The calculated vibrational dephasing time
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SF ; SFG measurements (STHSFG) are shown in thin dashed and
e dotted lines. Reprinted with permission from ref 47. Copyright 2005
g 0 ; 0 American Institute of Physics.
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Z {’i time domain experiment. The pronounced difference in the

. : = : time and frequency domain data was shown to be attributed

IR-VIS delay (ps) to an inhomogeneous distribution of adsorption sit€¢8In

Figure 2. Frequency domain and time domain SFG measurementsthIS case, the t_lkr)ne _don?e:jln EFG ex_perlments ﬁrov'd?d
in the C—H stretch region of acetonitrile. Top: SFG spectra of a MOre accurate vibrational dephasing times and, thus, also

clean Au film (lower spectrum) and a Au film with acetonitrile. ~mMore detailed spectral line shapes than frequency domain
The weak feature around 3000 chtorresponds to the asymmetric  techniques-although it was only through the failure of the
stretch vibration. Bottom: FID of clean Au film (offset) and a Au  frequency domain data to accurately reproduce the time
film with acetonitrile. The dashed lines in both panels are fits to domain experiment that revealed the existence of an in-
the data with very similar vibrational dephasing times. The inset homogeneous distribution of adsorption sites. This inves-
shows the IR field Eir, and resonant susceptibilitgi2(t). Re-  tigation clearly demonstrates the utility and compli-
printed with permission from ref 48. Copyright 2003 Elsevier. mentary nature of using both time and frequency domain
techniques.

C-N stretch
6.2.2. Mixed Time Frequency Results

purely homogeneous Recently, Benderskii et &l. developed a mixed time
frequency domain technique, STHSFG (spectrally and
. time-resolved SFG), to measure SFG spectra, and, specifi-
S cally, analyze the time evolution of interfacial hydrogen
. . . ] bonds in liquid DO systems by monitoring vibrational shifts
2100 2200 e 2400 in the OD stretch region; studies of this nature are critical
IR frequency (cm ) because the time evolution of hydrogen bonds present at
interfaces can profoundly affect the properties of water, and
their characterization is, thus, necessary for a complete
understanding of such systems. In this technique, traditional
time domain techniques are used (employing spectrally broad
temporally short pulses), but the SEB&nal is dispersed
through a monochromator such that it is the Ség&ctrum
that is recorded as a function of the delay time between the
two applied fields. (In typical time domain measurements,
. it is the SFG intensity that is measured as a function of delay
-1 0 1 2 3 4 5 time between the two incident fields.) Specifically, a
IR-VIS delay (ps) temporally short resonant IR pulse-70 fs) is applied to
Figure 3. Frequency domain and time domain SFG measurementsthe interface of the system of interest, which creates a
in the G-N stretch region of acetonitrile. Top: two (identical) SFG  coherence and, hence, a first-order polarization. After a time
spectra of a Au film with acetonitrile. The upper (lower) spectrum delay,z, a second temporally short off resonant visible pulse
is fitted assuming a homogeneous (inhomogeneous) distribution of (=40 fs) is applied. This pulse interacts with the coherence
adsorption sites. Bottom: FID of a Au film with acetonitrile. The  ragted by the IR pulse and probes the second-order
data shown consist of an average of nine different data sets, Ofpolarization. In essence, this new technique uses a novel

which the error bars show the spread. The dashed (solid) line is a - . . .
calculation assuming a homogeneous (inhomogeneous) distributiondetection method to analyze information from experiments

of adsorption sites. The inset shows the resonant susceptibility, Performed in the time domain.

72(1), used for theoretical comparisons. Reprinted with permis- ~ The described mixed time frequency technique (STIR

sion from ref 48. Copyright 2003 Elsevier. SFG) was used by Benderskii et al. in a detailed study of a
D,O/CakF, (SSP geometry). As shown in Figure 4, the STiR

using the frequency domain data was 0.68 ps. As the dashedFG spectrum was measured using IR pulses tuned to the

line in the lower panel of Figure 3 illustrates, a vibrational blue and red sides of the OD stretch. Dynamics observed

dephasing time of 0.68 ps does not correctly reproduce theon both the blue and the red side of the OD stretch via the

SFG intensity (arb. units)

SFG intensity (arb. units)
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Figure 5. Right: STiIR-SFG measurement of,D on the CaFinterface. IR excitation 2600 cm (blue side). Left: instrument response
function (IR-visible SFG-FROG cross-correlation). Vertical axis, IR-visible delay time (fs); horizontal axis, SFG wavelength; top, converted
IR frequency. Reprinted with permission from ref 47. Copyright 2005 American Institute of Physics.
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Figure 6. Right: STiIR-SFG measurement of,D on the Cakinterface. IR excitation 2200 crh (red side). Left: instrument response
function (IR-visible SFG-FROG cross-correlation). Vertical axis, IR-visible delay time (fs); horizontal axis, SFG wavelength; top, converted
IR frequency. Reprinted with permission from ref 47. Copyright 2005 American Institute of Physics.

STiIR—SFG method are shown in Figures 5 and 6, respec- spectra taken on the blue and red sides of the OD stretch
tively. After careful deconvolution of the instrument response highlight the heterogeneous nature of the hydrogen bond
function, measurements on the blue side showed a distinctdistribution in D,O. Specifically, in conjunction with theo-
red shift &60 cm?) to the OD stretch frequency on a time retical simulations, Benderskii et al. have been able to suggest
scale of~100-150 fs. Conversely, measurements on the that there is not uniformity in the strength of hydrogen bonds
red side of the OD stretch showed a distinct blue shift to the present in interfacial water, and rather, there exists distinct
OD stretch frequencyx50 cm?) in the first 130 fs and a  subensembles of relatively stronger (red side) and weaker
pronounced recursion at 12510 fs. The differences inthe  (blue side) hydrogen bond structures.
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7. Microscopic Expression for  y@ In the above expressions that define the six components of

the second-order susceptibility,g is the frequency corre-
7.1. (o1, in the Dipole Approximation sponding to the energy difference between energy lavels

The systems susceptibility, contains all of the informa- ~ @ndg. In eq 2_5,péo) is the initial state thermal population,
tion about the material system and is, thus, the focus of and the sum is over vibronic levels; ; is a dipole matrix
theoretical investigations into SFG interfacial vibrational element between statesandg for diDOFG vector component
spectroscopy. To calculate or, equivalently, the system 7 in the laboratory frame.
response functiorR®, it is necessary to develop a micro- Approximating lbsre ~ 1llwys, the resonant contri-
SCOpiC description of it. Furtherm_ore, it is desirable to pytions can be S|mp||f|ed by rewriting them in terms
represent the response function in a form amenable toof polarizabilities and dipoles. Given the definition of
calculation and one that can exploit the power of MD polarizability (in the laboratory frame) in eq 26, the two
interfacial simulations. MD is capable of accurately describ- resonant termsR, and Ry, simplify to egs 27 and 28,
ing both the structure and the dynamics of even complex respectively.
interfaces59129%93 Gpecifically, it will be shown that the
SFG response function is proportional to the imaginary part
of the one time cross-correlation function of the system
dipole and polarizability-4© Qg (@) = Z

To pursue this goal, starting from density matrix theory on
and using perturbative techniques, a formal expression
for the second-order susceptibility in the dipole approxi-
mation can be derivetf*5"%* Using this method,

255 Q) is defined by a sum of six terms (shown be-

low).>5” Four of the terms contribute to the resonant SFG

signal (contained iR, andRy), and the remaining contribute

to the nonresonant portion of the signdllf; andNR,). The

two terms inR, contain the expressionak + wng + 1Yng)

and may initially appear to be nonresongnts an arbitrary

convergence parameter in tifaéhat is frequently interpreted s
physically as a dipole dephasing rfatéthat would be  Lety,, denote only the sum of the resonant terRisand
responsible for a single mode’s homogeneous line width in Re. Replacing the denominators in both of the
the frequency domain. Inclusion of these terms in the resonant terms with the integral identiti€$ dt e "(*~<o~17)
resonant susceptibility is, however, necessary to develop a= —i/(w — w, — iy) and [y dt €t@rectin) = i/(w + wo +
general theory. Neglecting these contributions results in aniy) and then taking the implied limit that goes to zero
expression only valid whefiw < KT, wherek is Boltz- gives eq 29. Equation 30 follows as an exact rewrite
mann’s constant and is the system temperature (this is of eq 29 and expresses the susceptibility in terms of
equivalent to making the RWA in this case). Note that the cross-correlation of the system dipole and polar-

Han g Ugntng | o
9

(26)

—wt o= iy ot oy Tiy,

OUgm mg
(wIR - wmg+ iymg)

R, = (27)

r pq
Hgn ang

R, = -
2 (w|R+wng+'Vng)

(28)

although we user andawy, this is easily generalizable to  jzapiity.
two arbitrary applied fields.
. (2)SF . .
In the frequency domainy;g; qu) takes the form: es [ o lond ot oP9 gt —
@)SF Xpgr = h z ,ﬂ) e € Olgm Umg
Zpar Wsre®yis®ir) = gm

i . .
0 © _iwn, w
> (o) (Ry+ R+ NR + NRy) B fo e afgug,dtf oy’ (29)
g,nm ng
p 0 a ,p ;
HgnUnm HUgnUpm res _ | o itwr
R, = . — . Yoar = — [, dte " Do, (1) &, (0) O
' ((USFG - wng + an) (wvis + wng + an) P h fo > f
r .
/’tmg | o0 d itor
_ - t e ™ (i, (0) o, () 0(30)
(wIR - wmg+ IVmg) h l/;) ' P
R — Him g B Him Mg In deriving eq 29 from 30,0,¢(t) is identified as the
2 (wseg+ wmg+ iVmg) (Wyis — wmg+ iVmg) Hei§enberg representation of the_ polarizability operator
r at timet, and a sum over states is performed to remove a
Hgn resolution of the identity%°7
(W T+ Wng T 1749 Expressing the correlation function in eq 30 explicitly as
. the sum of its’ real and imaginary components reduces eq
NR, = Han ing U 30 to eq 31, below. Note thaf(0) oq(t) C= Cr(t) + iCi(t)
= : : - N . \
(Wepet Oyt 'Vmg) (wye + wng an) (Cowpg(t) wr(0) Oy ,_and the subscriptR and! will be_useq
throughout the article to represent the real and imaginary
wPoul parts (both of which are themselves real) of complex
NR, gn” mg-nm (25) quantities® In the frequency domain, the time correlation

(a)SFG_ Wng + iyng) (wvis — Wpyg + iymg)

function (TCF) is real and takes the for@{w) = Cr(w) +
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Ci(w), whereCg is even Cr(w) = Cr(—w)) while Ci(w) is and results in & function and principle part contributicf:
odd Ci(w) = Ci(—w)):°6:98.99

res _ |_ L
Ao =2 e @y e O T Slom T
P g0 C/(w) + Cr(w) (36)
Note thaty'>> is presented as an explicit function of the IR 2rh” ™" wr T o

frequency %qécause the other optical frequencies are absorbed
implicitly into the polarizability. Equation 31 is a nearly exact
rewrite (exact other than substitutingubkc ~ 1/w.is) of the
perturbation expression and is the central result of this
section; it links the susceptibility to a TCF of the system’s
dipole and polarizability. The quantum mechanical TCF is
amenable to calculation using classical MD supplemented
by a suitable spectroscopic model via quantum correcting

Equation 36 contains the Fourier transform of both the real
and the imaginary parts of the TCF in contrast to the exact
result; eq 31 (after performing the time integration) is
proportional to only the sum of the Fourier transform of the
imaginary part of the TCF plus a principle part contribution.
However, because there exists an exact detailed balance
of the classical TCRi10l while eq 31 includes the relationship between the real components of the frequency

imaginary part of the TCF, classical TCF methods can only domain correlation functionCi(w) = tanh{s hw/2) Cr(w),
approximate the real part, but as will be detailed below, the ©d 36 can be rewritten as:

real and imaginary parts of the TCF are simply related in

the frequency domai?1% Equation 31 is also a starting — res _
point for possible calculation of the quantum TCF using Xpar =
reduced dimensional modéld® or quantum dynamical

5,106 o C,(w) + coth@ hw/2) C/(w
approache& P q (@) @ ) Ci(w) 37)

i[l + coth hw )] C/(wg) +

The literature contains examples of using an expression o R w wr+ o
similar to eq 31 but written in the RWAL13]t will now be
demonstrated that only in the high-frequency limit and
because of the exact frequency relationship between the realn the high-frequency limit, where cofffw/2) — 1,
and the imaginary components of the correlation function €q 37 is the correct expression relating the resonant
can R, be excluded from the resonant component of the susceptibility to the imaginary component of the correlation
susceptibility. In this approximation, the resonant susceptibil- function.

ity is given by only the first term in eq 29; that is, the  Equation 32 has been used in the literature to calculate
resonant susceptibility is then given as the Fourier transformne resonant susceptibility, and in those cases, the full

of the full TCF: quantum TCF is approximated as the classical TG,
i Equation 32 is accurate at sufficiently high frequency, but
res _ ® —iomgd HJort (pg T — when adopting a classical approach, it is better to link the
== e e’ q dt = pung pp ,
Xpar hgszé gm#!mg classical correlation function to the quantum TCF via

i guantum correction approaches'?”although quantum cor-
ﬁj(; dt € Hotyg (1) &, (0) T (32) rection affects the magnitude of the signal more than the
line shape. Furthermore, eq 32 is not accurate at lower
frequencies where many interesting interfacial phenomena
occurl®10However, to date, SFG experiments have focused
on high-frequency intramolecular vibrations due to technical
limitations—most tunable IR lasers are not yet capable of
probing lower frequencies. Even though some nonlinear
crystals (e.g., GaSe) can generate IR beams with strong
e enough intensity in the lower wavenumbers, they are not
x:fcfr=—j2) dt €R [CR(t) — iC,(1)] (33) widely applied. Current typical SFG experiments employ
h optical parametric amplifier-generated tunable IR radiation
that have insufficient power to create measurable SFG signals
i w0 - - below about 1000 cmi.1”:52110 There are, however, free
X:J%Sr - % JZ) dt e f—oo dw €' Cr(w) + electron laser sources that produce sufficiently intense light
for SFG experiments into the far IR819°Computationally,
1 o iRt ;o\ [ ot these regions of lower frequency can be analf?add have
ﬁ fo dt €™ (=) f o G €7 C(w) (34) revealed novel low-frequency species present at the water/
vapor interfacé:®’ These results will be discussed in section
8.

To proceed, the correlation function is expressed as its’ real
and imaginary time-dependent components. Next, both the
real and the imaginary components of the correlation function
are represented as their corresponding Fourier transforms
and the order of integration is switched as follows:

nglsr = ! h fjooo dw CR(a)) 'ﬁ;o dt eit(w|R+w) .
| 7.2. Quadrupole Contributions to  x© from the
| 00 00 it(wr+w) Bulk
dw C/(w dte 35
27 h ffoo I( ) ‘/(‘) ( )

In three-wave mixing experiments where the dipole
The integration over tdin eq 35 can easily be performed approximation is valid, y@ vanishes for isotropic
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media?44457.70.111.112Thjs property is what makes SFG a ST
useful method for probing interfacial dynamics. When it is onz meme — +
necessary to include higher order terms (i.e., quadrupole (@no = Ospc— 1¥nd) (Wmo = @1 — 1710
contributions) to the perturbed Hamiltoniayf? does not gk
vanish for isotropic medi: 79111113 nder these conditions, f’”ﬂ”mﬂm" : +
SFG probes not only the interface but also quadrupole (W0 = Ospe ™ 17n0) (Ome™ Dyis = 17m0)
contributions from the bulk*8512 (Bulk contribution in ik
isotropic media via quadrupole interactions was first observed GnmHon Mmo +
by Terhune and co-worket$Y) There is no universal set of (@pm T Osea T 1V0m) @me = @R = 1Vimo)
criteria for determining when quadrupole interactions will ik
significantly contribute to the polarization, and the magnitude Onm “on “mo T
8;;?;1{ contribution must be considered on a case by case (@ F Oseat Vo) (@m0 — Ouis — 1Vimo)
' oK
Quadrupole contributions can be understood by GhmHon Hmo +
considering the perturbed HamiltonianH', that (W — Wske = Vi) @po + O +iv00)
includes both dipole and quadrupole contributions, e
respectively: q,J1m UonUmo +
3. (1) (wmn — Wspg — iymr) (wno t oyt iyno)
' i ik
H®) =— Z Ui E; ® - z Qi a—r (38) qlr]'noﬂon/unm +
I N ! (Wmo T Wspe T 1Vmd (Wno T @g T Y1)
In eq 38,rj represents a system coordinate, apds the qi,jnopc';nuLm

system’s quadrupole moment. Starting from density matrix (39)
theory and using perturbative techniques, the susceptibility
including dipole and quadrupole contributions can be de-
rived134445The microscopic quadrupolar susceptibility is a
fourth-ranked tensor and is the sum of three components:
2502 1R, andy (e, 1@1%, defined in eq 39, contributes

to the quadrupole polarization. It is generated by a dipolar
coupling to the first two applied fieldsyir and w.is, and a

(wmo+ wSFG+ iymo) (wno + Wyis + i’Vno)

Equation 39 possesses intrinsic permutation symmetry with
respect to the IR and visible fields. In an analogous method
to the derivation above for the susceptibility in the dipole
approximation, the third and sixth terms and the fourth and

fifth terms can be combined to redug& to the six terms

quadrupolar coupling to the sum frequency field,= wr Ineq 40:

+ wuis* 15" contributes to the dipolar polarization via K i

dipolar coupling toE.is andEs and a quadrupolar coupling  terms 3 and 6= Hon GnmHmo :

t0 wir. x> contributes to the dipolar polarization via ~ Ospe T O~ Win

dipolar C(r)]upling tolrlum and 65 angla quadrupolardcouFIing | ( 1 1 )
to wyis. Theoretically, it is possible to separate dipole an _ i — i
quadrupole contributions to the polarization, but experimen- Dvis T @no ¥ Vo DR ™ Do+ Vi
tally, it is not possible to fully separatall of the bulk’s _ﬂk qii #I
(quadrupole) contribution'$:4459.115This is due to the non- = L on hmemo :
unique definition of what defines the surface and bulk (@yis T Ot Y00 (Wr = Opo T 17100
portions of the material. We proceed by deriving the resonant Oseet Oom 1m0+ Vimd
portion of the quadrupolar susceptibility in terms of TCFs -
starting from perturbative density matrix expressidtishe Dsrg T @nm T+ 1Vmo

> moleculesin the subsequent quadrupolar perturbative suscep- K i

tibility terms is a sum over all molecules in the system. This ~ —#on Gnmmo

summation arises because the perturbation expressions are (wyis T o T 1700 (W — Omo+ 170
based on the Hamiltonian of a single particle. As Morita i

notes, the summation on molecules must take into account ﬂlon qgm#kmo

local fields!® In analogy with presenting the inter- terms4and 5 — T —
facial dipolar contributions in TCF form, writing the @sre™ @mn ™ Ymn

quadrupolar contributions in terms of TCFs allows the use 1 i 1 i

of classical MD techniques to calculate these contri- DR T W T 1Yy Wuis = Ot 17y
butions from molecularly detailed simulations. To date, no

such calculation has been done. The explicit derivation is _ _#lon qgm/"ﬁm
presented next fog(y >, and only the final result is shown  (@yis — OroF 7m0 (@1 F Do+ 1700)
for the other contributions. Perturbation theory gi\;gé;%Qs (wSFG+ 0o+ 1 (Vo + Vmo))
as: .

wSFG+ WOpm + an

| ij k
Qs — i (0) “Hon qlrj1m/"mo
Xijki Z zpoo ~ p -
h? mofeculesiio (@yis™ Do T 17 (Wg T @po 1710



Modeling of Interface Specific Vibrational Spectroscopy Chemical Reviews, 2006, Vol. 106, No. 4 1247

1 _ i o . .
== Z S o i = z [ dt €= T8 (1) 16 (0) -
h2 moleculesmno molecules
_ o dtem 0l 0) 4 (1) O (45)
|
on HnmHmo N
—_ i _ i The TCFs in egs 4345 can be expanded into their real
w w | w w |
(@no ~ @src )f““) (@mo = @R = Vmd and imaginary components. In each of the three equations,
LT direct expansion into their respected correlation function’s
- - + real and imaginary parts simply equates the resonant
(Wno = Wspe ™ 1700 (Wmo = Wyis = 1Vmo) susceptibility to the integral over the imaginary component
_#I qij Mk (which is real) of the correlation function. This expansion,
on “iInm/~“mo

- . —+ and subsequent simplification, is in exact analogy to the
(@yis = Omo T 1Vmd) (@1 T @+ 1Yo (previously shown) steps required to transform eq 30 to eq

K i 31 for the susceptibility in the dipole approximation.
~Hon GamHmo +
(Wyis T Wnot 1700 (@R = O o T V1m0 7.3. Third-Order Contributions to the Sum
i1k Frequency Response: Charged Surfaces in
OmoHon 4nm " Centrosymmetric Media
(Omot Wspe T 1Vmd (Wno T @r T iv4o) When properly designed, three-wave mixing experiments
ik can probe both the second-ordg), and the third-order,
Gmo#on nm (40) %, susceptibilities. Techniques of this nature have been
(@mot DsraT 1Vme) (@no T Dyis T 1¥0n0) utilized in interfacial studies of solids since the 1968,

but it has not been until more recently that liquid interfaces

In eq 40, only the terms that containg can become have been analyz€g>1811%In the context of liquid

appreciably resonant since the visible beam is tuned far from Intérfaces, this method, sometimes referred to as electric
rgsponance)./ Again, we approximatasd{ ~ llwsre This field-induced SHG/SFG/DFG, relies on the presence of a

approximation allows us to write theesonantportion of ~ charged species, such as surfactattahich can create a
()% iy terms of the quadrupole polarizabilitgl static field, Eswio that lies in the region of the interface and
il q pole p T is local to the medium?® In this case, the observed

polarization, in the limit of monochromatic fields, is given

- e i !
i 1 © qltj)n HUno HUon quJw by:23:120
ﬁj = h z Poo . + . (41) o 3 2 3
on Wpo — @ ~ Vno wn0+w+lyn0 P= P( )+ P( )ZX( ): Evis EIR+X( )EEvisEIREstatic
1 ~HmoBoy o)
mo/~om
i(jzk),QS'rES: = Z pg’g - + There are two main contributions to the third-order suscep-
mofeculesmo DR~ Omo T 1Vmo tibility. (i) The presence of three fields (two incidehtstatic)
ik | gives rise to a third-order electronic nonlinear polarizability
mor~om (42) from the solvent. (i) The symmetry is broken by the presence
+ +i of Esuais thus, it further extends the anisotropic interfacial
DR WOmo Ym

region into normally centrosymmetric regions of the bik°
. ) Hence, contributions of®® to the observed polarization are
In eq 42,4} is the matrix element of the quadrupolar inherently bulk in origini?° Furthermore, because the pres-
polarizability. An exact rewrite of eq 42 is possible using ence of the static field extends the interfacial region as

the same integral identities used in section 7.1. Note thatdescribed in (ii), the second-order susceptiblity will be more
this derivation closely follows that due to Mor#ut does intense when charged species are present at the inter-

not invoke the RWA in analogy with the derivations in fgcel18121
section 7.1%%}(95"95 now takes the form of a TCF suitable The value of theoretical and experimental electric
for molecular simulation: field-induced three-wave mixing investigations lies in their
ability to deduce the electrostatic potential created by the
i . , ) charged species near the interfacial surface and monitor
xi(jﬁ),Qs'reszﬁ Z [ fo dt €R 8% () ' (0) O how the electrostatic potential inherently changes the
molecules nature of the interface. Because many interfacgech as
® 4t dert ! ijk air/water and oil/waterare generally not exclusively present
j:) dte™ e (0) A7 (M T (43) in a natural environment, such studies can provide highly
relevant information for many environmentally important
In analogy, the resonant part g% and 7% may be  systems.
written as follows:
8. Applications of Theoretical SFG Spectroscopy
to Aqueous Interfaces

Theoretical modeling of SFG vibrational spectroscopy
it Kl i using MD-based methods is a relatively young field with
jg) dt e L™ (0) o™ (t) T (44) only a few existing studies, all but two of which consider

i o )
i IDWRAC LR CEMOly
molecules



1248 Chemical Reviews, 2006, Vol. 106, No. 4 Perry et al.

a) something that is difficult to ascertain experimentally. This
0.125 kind of insight is particularly important at highly ordered
aqueous interfaces, e.g., those on charged solids or when
0.10 . .
~ surfactants are present at interfaces. In such cases, third-
S 008 order polarization contributions can be important because
z the (relatively) static electric field at the interface combines
g 0067 with the IR and visible fields to give a contribution at the
= 0.04 sum frequency? Simulations also have the ability to include
other possible contributing phenomena like bulk quadrupolar
0.02 contribution$3164445 or pulk contributions from noncen-

trosymmetric solid$? This can help disentangle the relative

000 3000 3200 3400 3600 2800 contributions in a straightforward manner, which is difficult
Wavenumber (cm™) to do so experimentall§t. These issues will be considered
0.020 separately below.
The first attempt at approximately modeling SFG spec-
b 00157 troscopy considered the IR spectrum of the water/vapor
0.010 interfacé that had been reported experimentally a short time
0.127 earlier?® For a bulk system, IR spectroscopy is typically
otod 2% calculated using linear response theory via the dipdipole
0.000 = I . autocorrelation functioff-°”191 However, this spectrum is
0.08 4 3000 3200 3400 i not sensitive to the interface due to the much smaller number

of oscillators resident there as compared to the bulk. To
obtain some surface selectivity, the study calculated the
dipole correlation function for only molecules within a small

distance of the Gibbs dividing surface; while this does not
directly represent any physically measurable quantity, it is

0.06

0.04

Resonant SF Intensity (a.u.)

0.00 —mm— i ; = : a reasonable approach to probe the interfacial vibrations. This
3000 3200 3400 3600 3800 study revealed the presence of free-B oscillators at the
Wavenumber (cm ) interface and at the correct frequency. The study also

Figure 7. (a) SFG spectrum of the water/vapor interface taken demonstrated that adding methanol quenches the freld O
under SSP polarization conditions. The smooth line is the best fit heak—in agreement with another early SFG experinfént.
to the data. (b) Resonant SF response from the water/vapor interfaceA similar approach was recently adopted by Mundy et al. in

Also shown are the contributions from the different molecular " o . .
species. The inset shows the 3200 énpeak more clearly. ~ @n ambitious ab initio MD simulation of the water/vapor

Reprinted with permission from ref 134. Copyright 2004 American interface that also identified the free-® moiety and
Chemical Society. described the dipolar change as the water/vapor interface was

approached. This study also described the nature of the
aqueous interfacés’ 911569122 However, such studies bonding at the water/vapor interface.
clearly show great promise and are growing in importance  The first attempts to directly calculate an SFG signal did
due to their ability to provide a molecularly detailed not consider liquid interfaces but rather the SFG spectrum
description of interfacial species and their vibrations. These of adsorbates at solid interfac®® The authors first used a
early studies have also demonstrated the ability to link a frequency domain approaéhLater, using a time-dependent
particular spectroscopic SFG signature to an interfacial perturbation theory resuit they wrote down a TCF expres-
vibrational mode-the principle goal of vibrational spectros-  sion for the SFG signal and evaluated it in terms of a TCF
copy. Theoretical SFG spectra have also been used to identifyof the systems coordinates in the linear dipole and Placzek
multiple species in complex line shapemd reveal lower  approximation; their expression appears to be correct only
frequency species that were previously undetegteslhile for the modulus of the signAl.
experimental studies also have these abilities, in principle,
they have been limited by technological barriers, such as§8.1. Theoretical Frequency Domain Approaches
difficulty in separately measuring the real and imaginary to the SFG Spectrum
portions of the SFG sign&land the lack of intense tunable
IR radiation source¥/108.109 8.1.1. Applications to the Water/Vapor Interface

The use of MD-based methods to describe condensed 1 eyt theoretical study was due to Morita and Hynes
phase (intramolecular) V|br2at|0nal spectroscopy is widespread, g examined the ©H stretching region of the ambient
and highly effective’ 10112153 The utility of theoretical \aterivapor interface. They adopted a frequency domain
input, in the case of SFG spectroscopy, can be even greate'épproach that was highly effectivé® Their method was
given the complex line shapes that are characteristic of ;o miniscent of a very similar approach to calculating the IR
interfaces. For example, Figure 7a shows the SSP SFGgpectrym of bulk water that was employed ead@ri®1 To
intensity for the G-H stretching region of the water/vapor calculate the SFG spectrum, the authors evaluated the

interface obtained experimentally along with a deconvolution e rhation expression for the susceptib?fitipr harmonic
of the resonant part into possible component species (Figure, o4 modeQ:

7b) 19134 Clearly, the line shape is far more complex than

the corresponding bulk line shape, which is nearly sym- Wsre— OR
metric3135136 1A wsrd) O (9u/3Q) (9ay/0Q) —
Theoretical studies have also explicitly demonstrated the Wgrg~ OR)" T Y

degree to which SFG spectroscopy is interface spetific, 47)
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X|(2)(CUSFG) 0 (9ui/0Q) (30ij/3Q) g 2 >
(wspg— wR) Ty
(48)

Equations 47 and 48 present the real and imaginary parts of
the susceptibility wheres is a mathematical convergence
parameter that physically can be interpreted as a homoge-
neous line width and was estimated in their work. Note that
the choice ofy has a large effect on the signal shape.
Equations 47 and 48 demonstrate that the signal magnitude
is proportional to the product of dipole and polarizability
derivatives, which provides the interface specificity. The

equations can then be evaluated for each molecule’s normaIE

coordinates in the molecular frame and rotated into laboratory ,
coordinates. The different molecular contributions are then
summed for an ensemble of configurations.

To calculate the nature of the (bulk and) interfacial normal
coordinates, it was assumed a priori that theHDstretching
modes were localized on single molecutéis had been
demonstrated theoretically for the bulk—®l stretching
modes earliet?%129130ext, the mode shapes were calculated
based on a water molecule’s local environment. TheHO
stretching mode was taken as a linear combination of the
gas phase symmetric and antisymmetric stretching modes
with weights based on a simple two state vibrational
eigenvalue equation that included a calculation of the
condensed phase-0H frequency shift (calculated by using
the force on the bond coordinate and a cubic anharmonic
potential function parametrized to ab initio calculations) and
the off diagonal gas phase mode couplings. The polarizability
and dipole derivatives are then calculated by parametrizing
the derivatives as a function of-€H bond length using ab
initio calculations.

Finally, the SFG intensity was calculated by multiplying
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squared, in accordance with eq 15. The nonresonant contri-
bution was assumed to be a constal§iThe resulting SFG

displays the essential features with a free KD stretching

Figure 9. Susceptibilityyssp per unit surface area decomposed
into two vibrational eigenstates: lower energy state<{ —) and
higher energy state-¢). Panels a and b show the real and imaginary
parts, respectively. Reprinted with permission from ref 5. Copyright

Results from INM spectroscopy calculations of SFG

spectrum in the SSP geometry for the ambient water/vaporspectra will be considered in more detail below, but INM

interface is presented in Figure 8 (the paper also presentamethods do show that the interfacial normal modes are
the SPS spectrum). The resulting line shape compares quitdargely localized on single molecules consistent with the
favorably to the experimental measurement in Figure 7a andansatz used in the above wdrk. Their study also plotted

the real and imaginary parts of the susceptibility, shown in

mode at about 3700 crhand a broad somewhat structured Figure 9, which is due to the upper and lower vibrational

signature between about 3000 and 3600 trithis method

eigenstates from each molec@iNote that it was also found

is appealingly (relatively) simple and was successfully that the eigenstates are approximatelytlocal stretching
adopted by experimentalists to model other aqueous inter-modes although the lower (higher) frequency modes show

facest2122

symmetric (antisymmetric) mode character; this is consistent

Interestingly, this methodology can be interpreted as an with results from INM studies both at the interfaéand in
approximation to instantaneous normal mode (INM) methods the bulk°? Figure 9 demonstrates that the higher frequency

to calculating spectri3101.124.125137150 i which the relevant

mode is largely responsible for the free-@ stretch and

perturbation expression is also evaluated for harmonic the lower eigenstate on the same molecule makes up most
oscillators. The difference in the INM approach is that the of the rest of the ©H stretching spectrum. This evidence
normal modes are calculated as the exact normal coordinate$s consistent with an interpretation of the-@® stretching

of the instantaneous configuration of the system, and thespectrum as a free-€H and donor G-H region. However,
homogeneous line width is neglected (it is effectively the it will be shown below, by analyzing the real and imaginary
bin size used to calculate the spectrum to approximate aparts of the susceptibility (on a better averaged signal) in
0 function contribution). The results from the Morita more detail, that the donor-€H region apparently contains

and Hynes work are, however, different from the INM a number of distinct oscillator specig¥:??

results?3 which are consistently broader (even though their
work uses a relatively large line width of = 22 cnrt).5

Figure 10 is from the same work and represents the

first theoretical investigation of the interface specificity of

This implies that the method used to calculate the frequencythe SFG signal. It is clear that the free-® stretches are
shifts must not sample all of the underlying frequency nearly all localized at the interface and the donefrkDregion
fluctuations and effectively includes some motional narrow- of the spectrum has a dominant contribution from the first
ing thus giving a spectrum resembling that which is observed layer of molecules yet exhibits nonnegligible intensity from

experimentally.

the second layer. The ability to describe an SFG signal in
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proceed, the imaginary part of the one time TCF is related
in frequency space exactly to the real pa@(w) =
tanh{3 h w/2) Cr(w), where the subscripts denote the Fourier
transform of the real and imaginary parts of the complex
function C(t), which is a real function of frequency, i.e.,

3000 3500 4(;00 Clw) = (1/27) f f :0 dt e [Cr() +iIC,(1)] =
Cr(w) + C(w)

Substituting into eq 31 gives

£0) =" [ deecly

3000 3500 2000 » ot
frequency/ cm™" C(t) = fim do' € tanh3 h @'/2) Cx(w')  (49)
Figure 10. Surface sensitivity of the susceptibiligs, per unit . . .
surface area of water. The solid lines denote the whole susceptibility, Note thatCi(t) is written in a form that can be calculated
and the other lines correspond to virtual susceptibilities within using the real part of the correlation function, which is
restricted systems by various depths from the surface to examinegpproximately obtainable, after quantum correction, using
the il A P?h“etlsﬂf‘ acr;d t;r?how the real a_?ﬁl plbadd pt?]rtsclassical MD and TCF approaches. Because of causality, the
respectively. Note that the depths are given with respect to the e : ; :
calculated Gibbs dividing surface. Reprinted with permission from _Fourler Laplace transform gives a real and imaginary part
ref 5. Copyright 2000 Elsevier. in eq 49 as the cosine and sine transformCgf), respec-
tively. Equation 49 can be simplified by changing the order
molecular detail is a significant strength of SFG spectros- Of integration—performing the frequency domain integral
copy. first. Defining the real and imaginary parts gf{w) =

o IR (@) + i w):
8.1.2. Applications to Other Aqueous Interfaces

Using the theoretical frequency domain techniques de- 1() =1tanh6 h w/2) Cx(w) zgfo'” sin(wt) C,(t) dt
scribed by Morita and Hynes, Brown et al. examined the h h
hexane/water and Cglvater interface$? The simulated SFG (50)
spectra for these interfaces are in excellent agreement with .
the experimental spectra. In both systems, a sharp freld O 1 » tanhB hw/2) Co(w’)
peak is observed at3700 cnt! as well as a broad peak at xr(@) = s P S o+ o do’ =
~3400 cnl. The relative intensities are comparable to
experiment for both interfaces. 2 (e

Comparison of the two systems reveals that the frequency h JZJ cost) C(t) at (51)
of the free O-H vibration is slightly lower for the CGI
water and hexane/water interface than for the water/vapor
interface due to interactions at the interface between either . 2 Bt
CCl, or hexane and water. The intensity of the freelp  70(w) was usedP designates the principle pdft.
peak is significantly decreased in the hexane/water spectra _Thg current focus of SFG experiments Is on mtramolecu.lar
as compared to the C@Nater interface and is speculated vibrations, and to calculate observables in this spectral region,

to be due to strong interactions between the freeHO classical mechanics is clearly invalid. Building on our
oscillators at the interface and hexane. This interaction is previous work, the classical correlation function result, which
also postulated to be the cause of some asymmetry in thelS amenable to calculation using MD and TCF methods, is

; guantum corrected using a “harmonic correction” factor:
free O—H peak for the hexane/water interface. Ca(@) = Calw) (B hw/2) coth@ ha/2))157152 This cor-
; : : rection factor is exact in relating the real part of the classical
ggﬁ;@ggé%ﬁl Time Domain Approaches to the harmonip coordinate correI{;\tion function to its quantum
mechanical counterpart. It is worth noting that it is not
The remaining theoretical SFG studies all adopted a time uncommon in modeling vibrational spectroscopy via TCFs
domain approach* to calculate the resonant susceptibility to see the real part of the quantum TCF replaced by the
similar to that introduced originally by Girardeall of these classical TCF that has the same even time symmetry and
approaches require, at their core, calculating the cross TCFbecomes equivalent classically (at low frequencies where
of the system dipole and polarizabilityio,(t) x-(0) L This, < KT). This approach is reasonable in describing vibrational
being the product of a first and second rank tensor, vanishesline shapes but does not give accurate intensities. It is
in isotropic medid>! The following derivation follows that  generally better to use the harmonic correction factor. Similar
of Perry et al. The resonant part of the susceptibility is given caveats apply to replacing the full quantum TCF with its
by the imaginary part of this quantum mechanical TCF via classical counterpart, but in that case, one neglects the
eg 31. The goal, in this context, is to rewrite eq 31 in a form imaginary part of the TCF entirely (that may not matter very
that is amenable to calculation using classical TCF theory much when considering high-frequency phenomena for
in order to take advantage of the power of the molecularly which C/(w) = Cgr(w) because the hyperbolic tangent
detailed description offered by many body classical MD. To function is approaching unity).

To obtain egs 50 and 51, the identity €t dt = iP/w +
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Using the classical harmonic coordinate quantum correc- stretching region of the SSP SFG spectrum. To calculate the
tion factor does not account for the fact that the dipole and requisite TCF in eq 54, it is necessary to first create a series
polarizability contain higher orders of the coordinatexact of time-ordered MD configurations of the interface using a
corrections for harmonic systems of this type are still possible particular force field. Morita and Hynes employed both
but unneeded (the linear dipole and Placzek approximation polarizable and nonpolarizable models while Perry et al. used
are adequatéf? Using this result, the TCF approximation a (nonpolarizable) flexible simple point chatéfamodel. In
to the resonant part of the SFG spectryfff, takes the form: calculating the TCF itself, a spectroscopic model is needed

to calculate the time-dependent dipoles and polarizabilities.

x0(w) =p o Cqyw) (52) Calculating accurate TCFs for SFG spectroscopy is difficult
because not only is accurate calculation of the dipoles and

w Col@) o' polarizabilities required but is also essential to properly

r(w) = pP f_wwa' (53) describe their derivatives, which control intramolecular
wTw intensities. Morita and Hynes used a spectroscopic model

Coi(t) = Cit; (0) aty () O (54) based on extensive ab initio calculations to describe the

change of the dipole and polarizability in the gas phase and

a bond polarizability description of the many body polariza-

Lr;r?qbg‘légg]e Spe%leugirg(:kag rzr%ezeglgi?agllzszlcéiclt:-oiic}hii&ion contributions in the condensed phase. Perry et al. used
P 9 P PICy many body polarization model (a point atomic polarizability

4,153 £ f . .
form amenable to classical simuiation. Note that while t MUEl** ' for the polaizabily and induced dipoles that
easier to evaluatg(w) using eq 52y (w') is more easily natgra!lymcorporate_s the polarizability derivatives (fit to both
computed by doilng the cosine in?egral as in eq351 ab initio and experimental Raman date)*° The consid-

", erations in choosing a spectroscopic model are no different

Considering three possible independent polarization condi—]c ; ;
. . .~ from those required for modeling condensed phase Raman
tions, SSP, PPP, and SPS, for the TCF in eq 54, the f|rstOr IR spectra and need not be repeated here.

index in the polarization designation corresponds to the last .
index in the TCF. For example, the SSP and PPP polarization Unfortunately, these early TCF studies produced very
conditions probe dipolar motions normal to the interface, and NOISY spectra that were difficult to interpret because evaluat-
the SPS case is sensitive to dipolar changes parallel to thdnNd the TCF in eq 54 presents a problem for interfacial
interface. Note that the PPP condition is sensitive to motions Systéms; MD interfaces are typically constructed using a

both parallel and perpendicular to the interfd&&urther-  Standard MD geometry with vacuum/vapor above and below
more, the (SSP and PPP)/(SPS) probes diagonal/off diagonaf® water:® This produces two interfaces with average net
polarizability matrix elements, respectively. dipoles in opposite directions. Calculating the SFG spectrum

Morita and Hynes adopted a very similar approach to Of the entire system would lead to partial cancellation of the
modeling the SFG spectrum, but quantum corrections were SFG signal and meaningless results. Therefore, the system
not included. Additionally, the RWA was invoked (see needs to be split into two pieces through the center of mass

section 7.1). The RWA is equivalent to setting the hyperbolic of the interfacial system along the direction normal to the
tangent factor to unity in eq 49. At lower frequencies, interface. Each of the resulting subsystems is then handled

including this factor leads to expressions that are quite S€parately, and each molecule is assigned to one-half or the
different, and the tanh factor produces a time derivative of Other for the entire length of the calculation.

the correlation function in the time domain. Still, a problem arises in that molecules at one interface
Perry et al. also constructed an INM approximation to SFG can diffuse to the other interface over time. This is a problem
spectra. To do so, it is sufficient to evaluate eqs-52 for in calculating the TCF spectra where different molecular

a harmonic system. To do so, it is convenient to invoke both contributions are all added to form a single net dipole and
the Placzek and the linear dipole approximation to evaluate polarizability at each step that are then correlated to form
the resulting matrix elements (consistent with the frequency Cci(t).2>3 Using the bulk diffusion constant for water, it can
domain work in section 8.9 although higher order contri-  be estimated that it takes about-380 ps for a molecule to
butions can be included and simple analytic expressions resuldiffuse from one interface to the other for the system sizes
for these contributions. An equivalent approach is to evaluate considered. It was, therefore, necessary to limit the length
Cq(t) for classical harmonic oscillators and quantum correct of a TCF correlation time to 15 ps (for 108 particles) or 30
the resulting expression using the harmonic correction factor, ps (for 512 particles), and many correlations of this length
given above, to relat€c(t) and Cg(t). were performed in calculating an averaged TCF.
The need to do this can be understood from a single
Colw) = Baﬂi 19Q)) (9o / 3Q) d(w — w) k_ZD (55) molecule perspective. If cross-terms between the dipoles and
w the polarizability elements could be neglect€d(t) could
be written in terms of single molecule contributionSg(t)

In eq 55, is the frequency of mode) and the angle — ~ N [,(0) og(t) C] whereN is the number of molecules
brackets represent averaging over classical configurations ofgnd the superscriptl is the molecule inde% Because bulk
the systemCc(w) is then back transformed into the time  isotropic molecular motions give no SFG signal, it is the
domain and used in egs 52 and 53 in place of the classicalanisotropic dynamics of molecules at the interface that
TCF to obtain an INM approximation to the spectroscopy. generate a signal. Both the polarizability tensor elements and
S the dipole moment are independent of translational origin;
8.2.1. Applications to the Water/Vapor Interfaces thus, ﬁ is only necessary to IC(instinguish between molecgles

The first application of TCF theory to water vapor exhibiting bulk and interfacial dynamics to understand the
interfaces was by Morita and Hyrfefollowed by a study contribution of a molecule to the TCF. If a molecule were
by Perry et al. Both investigations concentrated on the @ to reside at both interfaces during the duration of the TCF
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trum; this result is strongly contradicted by their later work
discussed below. Their approach was to compare INM- and
TCF-generated spectra. INM results represent an underlying
spectral density that may or may not be motionally narrowed
in the observed line shagé**lif the INM and TCF spectra
are similar in breadth (and in that case in shape), then
dynamical effects will not be represented in the line shape.
When dynamical effects are important, the INM line shape
3000 8B00 4000 will be broader but, in both cases, will have the same
IR frequency/ cm™’ integrated intensity. The author’s also show an INM illustra-
L O i A P tion of a representative free and donor-B on a single

(b) ] molecule demonstrating the power of the INM approach in
revealing the molecular nature of vibrational moédes.

To obtain better TCF results, long time (cross) correlations
between the system dipole and the polarizability need to be
followed. To overcome the time limit problem discussed
above, Perry et &° added a weak (laterally isotropic)
restraining potential on the oxygen atoms to the MD force
field that effectively confined molecules over time to the
half of the simulation box that they start in (in the dimension
normal to the interface). The external potential was chosen
such that it did not significantly perturb the relevant
dynamics; even though the molecular diffusion constant
(normal to the interface) is changed, the molecule can only
contribute to the spectrum while resident at the interface
where it is free of any significant external potential. This
modification permitted the calculation of TCFs out to
arbitrarily long times resulting in sharp spectra that included
intermolecular spectral line shapes. As a check, it was noted
e R . CL T T that the interfacial density profile and orientational structure

IR frequency/ cm”™’ were unchanged by the restraining potential, demonstrating

Figure 11. Calculated SSP SFG spectrum of the water surface. that the restraining potential used did not perturb the average

Three models are employed: (a) the Ferguson force field with no Structure of the liquid that contributes to the interfacial
induced polarization, (b) the Kuchitsu and Morino force field with  SPectroscopy.

no induced polarization, and (c) the Ferguson force field with  Figure 12 displays the theoretical TCF SFG spectra in the
induced electronic polarization. Reprinted with permission from o_ stretching region for the three independent polarization
ref 4. Copyright 2002 American Chemical Society. conditions that are possible in the electronically nonresonant
experiment (SSP, PPP, and SPS) when the TCFs were
converged at long timesThe theoretical spectra have been
adjusted in relative intensity to account for the Fresnel factors
that modify the experimental intensities to directly compare
with experimeng!4 the data also include the nonresonant

Y(a)'

intensity/ arb.unit

intensity/ arb.unit

3500
IR frequency/ cm™

]

intensity/ arb.unit

calculation, invalid results would be obtained. Furthermore,
if molecules were reassigned to a specific half of the system
at each calculation time point, an asymmetry would be
introduced at the dividing surface by including the dynamics
gf a molecule at only certain steps as it appears in, and contribution,yN®{w), which is a small negative constdrif*
isappears from, a given half. This would introduce an . U @ > e
artificial inhomogeneity in truly bulklike isotropic dynamics TNhe fU"2 signal is given by|ysedw) 12 O [ 7*w) +
that might generate an SFG sighalhe fact that the X o) I*.
correlation function calculations were limited to short times ~ The inset of Figure 12 displays experimental data for the
and the SFG TCF, a cross-correlation between the systemO—H stretching region taken in the same polarization
dipole and the polarizability elements (not invariants such geometries? The relative intensities agree nearly quantita-
as in traditional Raman and IR experiments), is long-lived tively between theory and experiment, and the line shapes
leads to poor averaging at longer times. This makes the signalare far improved over the earlier attempts.
difficult to accurately Fourier transform even though the  Because of the use of the restraining potential and the
focus is on extracting the short time high-frequency behav- ability to follow the TCF out to long times, the authors were
iors. Nonetheless, the spectra that were obtained resembledble to obtain, for the first time either experimentally or
the experimental data and clearly showed a freeHoand theoretically, low-frequency SFG spectra. Figure 13 displays
donor O-H region. Figure 11 presents the TCF-generated the theoretical SFG spectrum over the entire water vibrational
spectra for three distinct MD mod€ldt is clear that while spectrun?. The theoretical INM spectrum (for the SSP
the free O-H peak is relatively well-averaged, the rest of geometry) is also shown. The INM and TCF spectra were
the O—H spectrum is not sufficiently well-resolved to reveal found to integrate to the same value (over the entir6@0
its structure. The author’s do note that the polarizable MD cm™! range) and separately over the-8 stretching region
model produces relative intensities between the two regions(2000-5000 cnt). This behavior is strong evidence for the
of the spectrum reminiscent of the experimental results. Perryinterpretation of the INM line shape as an underlying spectral
et all present similar results but erroneously conclude density that is motionally narrowed in the observed spectrum.
(largely due to the noisy data) that dynamical effects This result also suggests that SFG spectra are sensitive to
(motional narrowing) are not represented in the SSP spec-both structure and dynamics. The INM spectrum clearly



Modeling of Interface Specific Vibrational Spectroscopy Chemical Reviews, 2006, Vol. 106, No. 4 1253

A

3000 3200 3400 3600 3800
wavenumber (cm")

3000 3200 3400 3600 3800
wavenumber (cm'1)

Figure 12. TCF SFG spectra in the-€H stretching region for three polarizations: SSP (black line), PPP (red line), and SPS (blue line).
The inset is experimental dafdor the same polarizations using the same color scheme. Reprinted Figure 1 with permission from ref 2
(http://link.aps.org/abstract/PRE/v71/e050601(1)). Copyright 2005 by the American Physical Society.
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Figure 13. TCF SFG spectra for the entire water vibrational spectrum for three polarizations: SSP (black line), PPP (red line), and SPS
(blue line). The SSP INM SFG spectra is also shown (green line). The inset highlights the intermolecular resonance at.&&pdnted
Figure 2 with permission from ref 2 (http://link.aps.org/abstract/PRE/v71/e050601(1)). Copyright 2005 by the American Physical Society.

exhibits the same resonances but is broader, implying thatspecies and representike the free G-H stretch—a popula-

the observed line shapes are motionally narrowed andtion of water molecules unique to the interface. It is roughly

dynamical contributions to SFG signals are importdfit. as intense (considering the susceptibility and not the SFG
Most strikingly, Figure 13 reveals an intense intermolecu- intensity that includes an additional factor of the frequency

lar resonance at 875 crh In contrast, the intermolecular  squared) as the rest of intermolecular spectrum and is about

spectrum of bulk water is relatively unstructur@d This a sixth of the intensity of the free €H peak within our

symmetric line shape indicates a spectroscopically distinct model. (Note that the bending line shape at higher frequency
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Figure 14. Snapshot of a water/vapor interface containing 216 separate modes centered at 3195, 3325, and 3400 cm

water molecules featuring INMs from different regions of the
spectra. The water molecule shown in blue is representative of a

free O—H mode at 3694 cm'. The water molecule shown in green . .
is representative of a wagging motion at 858 émThe water ~ ©Of Dy taking advantage of interference effects between bulk

molecule shown in yellow highlights a translation perpendicular and interfacial contributions to the spectréfrilo see the

to the interface at 46 cm. The water molecule shown in black advantages of separately examining the real and imaginary
highlights a translation parallel to the interface at 197 &m contributions, it is useful to reexamine eqs 47 and 48. They
imply that a single type of mode will lead to an imaginary
contribution that is a symmetric well-defined peak (Lorent-
zian in character) while the real part will change sign, dipping
below zero, at the maximum of the imaginary portion. If
more than one species is contributing to the signal in a given
region, a more complex line shape would result from the
overlapping signals. As pointed out by Morita and Hypes,
orientational information can also be deduced from the
relative signs of the imaginary mode line shapes given
knowledge of the signs of the prefactors in eqs 47 and 48
(the dipole and polarizability derivatives).

Figure 15 presents the real and imaginary parts of the
susceptibility in the GH stretching region, from ap-
Hroximately 3000 to 3600 cm calculated by Perry et &l.
Careful examination of the spectrum reveals three separate

is much less intense.) Recent experim&dftsand theory
indirectly inferred the presence of a surface specegewater
molecule with two dangling hydrogens.

The SSP and PPP spectra also show an intense inter-
molecular mode at 95 cmh. Using INM methods, the
resonance was found to be due to hindered translational
modes localized on single molecules oscillating perpendicular
to the interface. The SPS spectra, which are sensitive to
dipole derivatives parallel to the interface, show an inter-
molecular mode at 220 crh This mode is a result of
translations parallel to the interface. These results highlight
the importance of polarization sensitivity in SFG experi-

experimentally measurable using SFG, but this has not been
done to date due to a lack of intense IR laser sources in thism0des in this region centered at 3195, 3325, and 3400.cm

spectral region. The fact that these interfacial species haveXémarkably, this agrees very well with previous experimental
gone long undetected might be surprising given the large work that deconvoluted the spectrum in this region. That
numbers of MD simulations of the water/vapor interface that 2nalysis revealed three modes present in the same region
have been performed previously. This observation highlights centéred at 3200, 3325, and 343?4 cmnearly the same

the power of calculating spectroscopic observables in as-frequencies as shown in Figuré®**This is strong evidence
sessing interfacial structure and dynamics. Not only can the fOr distinct populations of water molecules in this donor
results be directly compared with experimetfus, validat- O—H region of the spectrum. These results represent strong

ing a particular MD and spectroscopic moeiblt also the motivation for experimentalists to measure the real and
spectroscopic calculation serves as a filter of the dynamics/Magdinary parts of the susceptibility for the water/vapor
extracting out the identity of collective coordinates with well- nterface.
defined frequencies that persist at the interface. The authors
also show an MD-generated “snapshot” of the interface, 8.2.2. Applications to Saltwater/Vapor Interfaces
which is detailed in Figure 14. This molecular snapshot
highlights the different interfacial species that were identified  Interfacial electrolytes are import in biological, industrial,
in their studies. The hindered rotational (wagging) and and atmospheric processes. Despite the importance of these
translational modes are clearly shown. These results dem-nterfaces, the atomic details of the surface of electrolyte
onstrate how the INM approach does not require a priori solutions are unknown. Recent theoretical and experimental
assumptions about the nature of interfacial modes but doeswork, including SFG studies, by Jungwirth, Tobias, Allen,
reveal their physical characteristics and how different mo- and co-workers has shed some light on the interfacial
lecular motions contribute to the spectrum. composition at simple inorganic salt solutiofg?16¢-162

It was also observed that examining the real and imaginary Historically, the view has been that the interface is largely
parts of the spectrum can offer insights unavailable from the devoid of ions. This view comes from thermodynamic
modulus aloné. The real and imaginary parts could be arguments and experimental evidence such as surface tension
measured experimentally via a heterodyne detection schemeaneasurement$3164The argument is that differences between
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the bulk and the interfacial concentrations can be related by compare and contrast the neat water/vapor spectra with the
the Gibbs equation and also by considering the concept of saltwater/vapor spectta.

Gibbs surface excess (when the interfacial region’s density The Nalag/vapor-calculated SFG spectrum differs in
is not constant). The Gibbs equation relating surface tensionseveral ways from the neat water/vapor spectrum that was

to surface excess is given by: obtained. Relative to the neat interface signal, there is a slight
decrease in the free-€H peak at about 3750 cri a large
= _ﬁ(_d?/_) (56) increase in the peak near 3400 ¢mand a slight decrease
dinc in the shoulder peak at 3250 cfn

SFG experimental results on the MNaivapor SFG and
other sodium halides have been reported by Raymond and
ichmond3* and independently by Liu et &i®® both show
imilar spectra. These spectra are qualitatively similar to the

In eq 56,I" is the surface excesg,is the surface tensioff,

is 1k, T, andc is the concentratioff*154Using this treatment,
a decrease in surface tension (relative to the pure substance,
results from an increase in concentration at the interface (e.9..gpg spectra calculated by Brown etthbut differ in the

due to surfactants), and an increase in surface tension resultyeyaiis ' Both experiment and simulation show little difference
from a decrease in concentration at the interface. Thus’inthe free O-H peak (as compared to the neat interface), a

because simple inorganic salts, such as aqueous NaCliy e jncrease in the peak at about 3400 rand a slight
increase the surface tension relative to pure water, adecreasgecrease in the shoulder peak at 3250 triowever, the
in concentration at the interface is inferred. These thermo- relative changes in intensity are different betwéen the

dynamic arguments have been used for almost a century g, serimental and the simulated spectra. Furthermore, while

conclude that when considering simple salt solutions, their \e " renorted experimental spectra are very similar for the
mt;rfacets n’]'” be tn?lrflsylegggfllgs,ge;og& " . two groups, they interpret their data differently. Raymond
ec;agnm 1eoretic h led h'n Sg.n.s' 'V? EXPETI-  and Richmond ascribe the difference between the neat water/
mentar®==>7"work have called this traditional View Into 55 and the saltwater/vapor interface as evidence that the
question, specifically, the pioneering work of Jungwirth and anion is in the subsurface region. In contrast, Liu et al.

66 . ;
Tobias®® that predicted a surface enhancement of chloride jerhret the observed spectral changes as evidence that the
ions at the solution/vapor interface for aqueous salts. Recentyign is at the surfacesimilar to the MD simulations

theoretical work has suggested that the propensity for surface Recently, Mucha et al. have reported simulations and

enhancement depends on the polarizability and size of ion;experimentally measured SFG signals of acid, base, and salt
the larger and more polarizable the ion, the bigger the Surfacesolutionsl.g While the SFG signal for these systems has not

concentration enhancement will be. For example, the rela- been calculated, the experimental SFGs are interpreted in
tively small and weakly polarizable Hs repelled from the X _eXp : . ; P
terms of the extant ionic solution simulations. Using the

surface consistent with the traditional view. Conversely, Cl . s : X ;
methods outlined in this review, improvement in agreement

Br, and I, all large polarizable ions, show enhancement between the computed and the experimentally measured SFG

atthe interface. The simulations that displayed this enhance-s ectra for the saﬁ solution/vapor iﬁterface segms likely. Such

ment employed polarizable force fields in contrast to earlier P . . por 1 : IKEly.
calculations will allow for the confident interpretation of the

simulation studies using traditional nonpolarizable forces. spectra and atomistic resolution of the interfacial reqion of
Consequently, if the aqueous anion is not treated with a pectre 9
these important electrolyte systems.

polarizable model during the simulation, enhancement of the
anion at the surface is diminished or eliminated.
Enhancement in interfacial concentration of the more 9. Conclusion
realistically modeled polarizable anion is not in contradiction
with the thermodynamic equations because these equations SFG experimental measurements are growing in number
allow for a nonmonotonic ion concentration profif8. and importance; they are providing valuable information
Indeed, the simulations suggest an overall net decrease ofabout interfacial structure and dynamics that would be
the ion concentration, in agreement with the thermodynamics, difficult to measure or are not obtainable otherwise. Theo-
with a corresponding increase in surface tension. However,retical studies are only now sufficiently sophisticated that
the profile is not monotonic; there is an increase in they can begin to play the major role simulation has in
concentration relative to the bulk at the outermost layer and modeling and interpreting condensed phase spectroscopy. In
a depletion relative to the bulk just below the surface to give principle, SFG spectroscopy is capable of giving a complete
an overall depletion of the ions at the interface. picture of the interface, including structure and dynamics
Because SFG is a sensitive probe of the interface, Brown (although fourth order polarization experimétst’2would
et al! have calculated the SFG spectra arising from salt be required to analyze the detailed interface vibrational
(Nalg) air interfaces to look for a signature characteristic dynamics and unambiguously distinguish between homoge-
of anions at the solution/vapor boundary. They calculate the neous and inhomogeneous vibrational line shaffeRpal-
SFG spectrum of the Ngl, interface using a time domain izing this promise depends critically on the spectra being
approach but without the advantages of a restraining reliably interpreted, and the methods described in this review
potential* I~ was chosen as the anion because it showed are capable of unambiguously characterizing the nature of
the largest interfacial enhancement in previous simulafihns. SFG spectra, including inferring subpopulations of molecules
The authors were not able to obtain a reasonable frequencyfrom complex line shapes. Still, a vigorous interplay between
independent nonresonant susceptibility and, thus, scaled theitheory and experiment is needed to further develop the
neat water results to match what has been previously interpretative and predictive power of theoretical studies. The
reported. They subsequently used these same scaling factorgvestigation of more complex interfaces using the improved
to deduce the interfacial spectra of the salt solution. BecauseTCF methods, described here, will help both to interpret the
of these scaling factors, the authors did not compare or drawlarge and growing body of experimental data and to predict
absolute conclusions from the computed spectra but did heretofore unexplored interfacial vibrational structure. Fur-
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thermore, experimental advances are likely to extend the Table 2. Column 1 Details the 16 Terms Resulting from the Two
frequency range for SFG measurements into the far IR Where:\rl‘c'cl'_ent F'g'dts_' ""I”g Co'um”R2 G'Vet$ Tlhe" Corresponding
theory predicts that important interfacial species are present; o ear DPUCA] FTOCESS, Respectively

lower frequency phenomena are important in contributing Ea(t — 71) €97 Egt — 72) eftfr ks =2k,
to processes such as interfacial solvation reaction dynamics. ~ Eilt = 72) €47 Eqt — ) € ks=ki+ka
.. . . i . EL(t — 71) €71 Bt — 12) €ka” ks=0
Additionally, time domain SFG techniques are extending EX(t — 12) e Exft — 1) €k ke= —k; + ko
the abilites of SFG spectroscopy to probe interfacial E;(t — 1) €K7 Byt — 1) gka ke = kq + Kk
vibrations in new novel ways. However, these methods Ea(t — 72) %™ Ex(t — 1) €ke” ks = 2ko
require theoretical support in designing and interpreting the Ex(t — 71) ek Es(t — 75) €7 ks=ki—kz
convoluted signals that result. Last, theoretical and experi- Ey(t — 71) € k2" Egt — 75) ke ks=0
mental measurements of both the real and the imaginary parts ~ Ea(t — 1) €47 Ej(t — 75) e ks=0
of the SFG signal (as opposed to measuring the squared  Ea(t — 71) €47 Ex(t — 72) & %" ks=ki— k2
modulus as in the typical homodyne detected experiment) — E(t — 2) e " Ey(t — 72) e o ke = —2k,
show great promise in helping unravel complex SFG line Ey(t — 12) e a7 Byt — 75) e ke=—ki —kz
shapes. It would be beneficial to the field if more experiments Ea(t — 1) €27 E,(t — 72) €7 ks=—ki+ke
were conducted (either via heterodyne detection or use of — Eat — ) €7 Byt — 75 et ks=0
interference effects) to separately measure these contribu-  Ep(t — 72) €727 Ey(t — 75) e ke=—ki—kz
tions. Ext — 7)) e7keT Eyft — 1) ek ks=—2k;
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